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Abstract

There are two different ways of measuring low energy ion scattering (LEIS), i.e. detection of ions and neutrals by

means of time of flight (TOF-LEIS), or detection of ions only by means of an electrostatic analyser (ESA-LEIS).

We discuss, how information on charge exchange can be extracted from ESA-LEIS and TOF-LEIS spectra, respectively

and which is the level of accuracy that can be expected from these procedures.

� 2004 Elsevier B.V. All rights reserved.

PACS: 34.50.Dy; 68.49.Sf; 79.20.Rf
1. Introduction

In low energy ion scattering (LEIS), a (solid)

target is bombarded with noble gas ions (He+),
the primary energy E0 usually being in the range

1–10 keV, the angle of incidence being small (with

respect to the surface normal). Ions scattered by a

large angle h = p � a � b are detected, b being the

exit angle (again measured with respect to the sur-

face normal). In this regime, projectiles are scat-

tered from surface atoms mainly by binary
0168-583X/$ - see front matter � 2004 Elsevier B.V. All rights reserv

doi:10.1016/j.nimb.2004.12.057

* Corresponding author. Tel.: +43 732 2468 8516; fax: +43

732 2468 8509.

E-mail address: peter.bauer@jku.at (P. Bauer).
collisions. The use of noble gas ions (He+) leads

to sensitivity to the outermost atomic layer if only

ions are detected, since noble gas ions are neutra-

lised in the target so efficiently that projectiles
backscattered from deeper layers leave the surface

as neutral He atoms [1]. This is the reason, why

LEIS has become a widely used surface analytical

tool of quantitative composition and structure

analysis [2–4].

In LEIS, the intensity of an ion peak at a cer-

tain energy [2] depends on the surface concentra-

tion of a certain species, the scattering cross
section dr/dX, the ion fraction P+ and instrumen-

tal parameters like detector solid angle and detec-

tion efficiency. A screened Coulomb potential like
ed.
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the Thomas–Fermi–Molière potential [5] is a rea-

sonable basis to calculate the scattering cross sec-

tion. The ion fraction P+ is defined as the ratio

A+/Atotal, A+ being the yield of scattered positive

ions and the denominator being the total intensity
scattered into the detector. The number of de-

tected ions A+, i.e. the area in the ion peak, is given

by

Aþ ¼ N 0

cos a
dr
dX

nsPþ � T ðEfÞDXþgþ: ð1Þ

Here, N0 is the number of primary ions, ns the

number of surface atoms per area; T(Ef) is the

transmission probability through the analyser,

which depends on the final energy of the ions Ef

(after scattering), DX+ and g+ are the solid angle

of the analyser and the detection efficiency for

the ions, respectively.
A common way to measure the intensity of scat-

tered projectiles is the use of an electrostatic ana-

lyser (ESA). In ESA-LEIS, only projectiles that

leave the surface as a positive (or in principle also

negative) ion can be detected. Thus, Eq. (1) is the

only possibility to get access to the ion fraction P+.

It is not trivial to get absolute P+ data from ESA

spectra in this manner, since detailed knowledge
on the energy dependence of T and g+ is required.

A powerful alternative to ESA-LEIS is to use a

time-of-flight (TOF) spectrometer, which analyses

the velocity of the scattered projectiles by measur-

ing the flight time along a given path (flight path).

In a typical TOF-LEIS experiment, a post-acceler-

ation voltage can be applied along the outgoing

trajectory, so that ions and neutrals can be sepa-
rated in a TOF-spectrum. Without post-accelera-

tion, all charge states are detected in one

spectrum. Of course, also for TOF-LEIS P+ can

be obtained from Eq. (1). In this case, at least

the knowledge of T is no problem since all projec-

tiles entering the (properly designed) flight

path are transmitted. In contrast to ESA-LEIS,

TOF-LEIS also yields the spectrum of scattered
neutrals. Similar as in RBS, the spectrum of the

neutrals also yields information from deeper lay-

ers. In TOF-LEIS, a depth resolution of better

than one monolayer can be achieved by optimising

the time resolution. Therefore, one can regard

TOF-LEIS as a version of RBS for ultrathin layers
with a thickness range from sub-nanometers up to

several nanometers, depending on experimental

conditions. In analogy to RBS, the height of the

neutral spectrum H0 at the kinematic high energy

limit kE0 (with k the kinematic factor) is – within
the single scattering approximation [5] – given by

H 0 ¼
N 0

cos a
dr
dX

�

½ee�
ð1� PþÞg0DX0: ð2Þ

Here, � is the energy width of one channel, [ee] the
electronic stopping cross section factor [6,7], DX0

and g0 are the solid angle and the detection effi-

ciency for the neutral He atoms, respectively. Note

that Eq. (2) is a very good approximation for RBS,

while its applicability is not trivial in the LEIS re-

gime, due to strong multiple scattering in this re-

gime (see below).
2. Charge exchange processes

Independent of the neutralisation mechanism,

P+ is related to the neutralisation probability P(0)

via P+ = 1�P(0), applying Poissonian statistics.

Since the pioneering work by Hagstrum [8], it is

generally accepted that Auger neutralisation

(AN) plays an important role, at least at low ener-

gies. Hagstrum derived a relation for the probabil-

ity Pþ
A to survive AN in the charged state when

approaching or leaving the surface. Due to the

non-local character of AN, Pþ
A depends on the

velocity component v? perpendicular to the sur-

face (v? ¼~v �~e where~e is the surface normal):

Pþ
A ¼ exp �

Z 1

�1

dt
sAðtÞ

� �
� exp � vc

v?

� �
: ð3Þ

This holds for in- and outgoing particles with

velocities vi and vf, respectively. The quantity vc
has the dimension of a velocity and describes the

neutralisation efficiency: It is defined as

vc ¼
Z 1

0

ds½1=sAðsÞ�; ð4Þ

i.e. it is obtained by integration of the Auger tran-

sition rate 1/sA(s) from 0 to 1 over the distance s

to the surface. The ion velocity v – and its paral-

lel component vk – is always small compared to

the target Fermi velocity vF. Consequently, the
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effective occupation of the target states in the rest

frame of the projectile is well described by the Fer-

mi–Dirac distribution and shifted Fermi sphere ef-

fects [9] are small [10].

Apart from neutralisation along the trajectory
discussed so far, charge exchange may occur also

by a local process (the close collision with the

backscattering centre), leading to collision induced

neutralisation (CIN) and reionisation (CIR) [11].

These processes require a distance of closest ap-

proach in the collision smaller than a critical value

rth, therefore for a given scattering angle the asso-

ciated probabilities PCIN and PCIR are non-vanish-
ing only at energies E larger than a certain

threshold energy Eth. At a given energy E, the val-

ues of PCIN and PCIR only depend on the impact

parameter (or, equivalently, on the scattering

angle h), being independent of the scattering geom-

etry (angles a and b).
The survival probability P+ for the total trajec-

tory is then obtained within the single scattering
model as (see, e.g. [12])

Pþ ¼ Pþ
in � ð1� PCINÞ � Pþ

out þ ð1� Pþ
inÞ � PCIR � Pþ

out;

ð5Þ
Pþ
in and Pþ

out denote the survival probability on the

ingoing and outgoing trajectory, respectively and
may be calculated from Eq. (3). The two terms

in Eq. (5) describe survivals and reionised projec-

tiles, respectively. At E < Eth, PCIN = PCIR = 0

and Eq. (5) simplifies to Pþ ¼ Pþ
in � Pþ

out ¼
exp½�vcð1=vi? þ 1=vf?Þ� ¼ exp½�vcð1=v?Þ� with

1/v? � 1/vi? + 1/vf?. Ab initio calculations of P+

showed the importance of collision induced charge

exchange processes [13,14] and experimental re-
sults obtained for He+ ions and polycrystalline

Cu proved the scaling properties of local and

non-local neutralisation given above [15].
3. Evaluation of P+

The conventional way to evaluate P+ is by use
of Eq. (1). For polycrystalline samples, ns is usu-

ally taken as n2/3, with n the atomic density of

the target material. For several of the factors in-

cluded in Eq. (1) the absolute values are known

with a rather large uncertainty. Therefore, a usual
way to determine P+ is to rewrite Eq. (1) in the fol-

lowing way:

ln
Aþ

N 0
dr
dXEf

 !
¼ lnðPþÞ þ const:

¼ � vc
v?

þ const: ð6Þ

In Eq. (6) one makes use of the fact that for an ideal

ESA T(Ef) / Ef holds. Then, plotting the left hand

side of Eq. (6) as a function of 1/v?, one expects a

straight line in the regime E < Eth, with vc as a
slope. The unknown constant can be eliminated

by extrapolating this line to 1 for 1/v? ! 0. This

method has been successfully applied to study the

neutralisation for many target systems [16].

For TOF-LEIS, there is an alternative way to

determine P+, i.e. by relating the peak area A+ to

the height of the neutral spectrum H0. This meth-

od [17] is based on the fact that in an RBS spec-
trum H0 is independent of multiple scattering

[18]. P+ is then obtained from

Aþ

H 0

¼ ns½ee�
�

Pþ

1� Pþ
gþ
g0

DXþ

DX0

: ð7Þ

Since it is very difficult to measure N0 accurately in
a TOF-LEIS experiment, it is beneficial that the

ratio A+/H0 is independent of N0. A further advan-

tage of a properly designed set-up is that DX+/

DX0 = 1 and only the ratio of the detection efficien-

cies enters. One weak point of Eq. (7) is, however,

that H0 enters, which is based on the single scatter-

ing approximation; the validity of this assumption

in the present regime was shown in [19] for
0.8 < Ef/kE0 < 1. This may seem paradox, but

can be understood on the basis that for a polycrys-

talline material the contribution from the outer-

most atomic layer is almost entirely due to single

scattering with a height that is rather close to the

plateau height of the spectrum (see Fig. 1).

The other weak point is that the stopping cross

section e enters, since the uncertainty of e at these
low energies is high (typically ±20% standard devi-

ation). Nevertheless, evaluating Eq. (7) yields P+ as

Pþ ¼ 1

1þ H 0

Aþ

ns½ee�
�

gþ
g0

DXþ

DX0

: ð8Þ
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Fig. 1. Energy spectrum for 1 keV He+ and polycrystalline Au

for normal incidence and a scattering angle of 129�, obtained by

the MARLOWE code (dashed line). The thin solid line

indicates the contribution of the outermost layer (1 Å thick),

the thick solid line corresponds to the MARLOWE result

convoluted with a Gaussian of 20 eV width.
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Fig. 2. Schematic representation of ln[A+/(dr/dXEfg+)] as a

function of the sum of inverse velocities 1/v? (full line). The

dashed line visualises the influence of a constant systematic

error of 65%, the dotted line visualises the influence of a small,

but energy dependent systematic error (at most is 65%), which

changes the slope of the line.
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4. Error estimate

Obviously the quantities that enter Eqs. (6) and

(8) are different. Consequently, also possible sys-

tematic errors are different. Thus, the safest way
to look for possible systematic errors is to apply

both procedures, as was done in [15], to obtain

P+ for He+ ions and polycrystalline Cu. If by

doing so concordant data are obtained from both

procedures, systematic errors can be ruled out.

Since it is not always possible to do so it is worth

to estimate, how systematic errors in the quantities

that enter Eqs. (6) and (8) will influence the result-
ing P+.

In Eq. (6), the quantities that enter are N0,

dr/dX, ns, T and g+. Let us estimate the uncertain-

ties of these quantities. While N0 can be deter-

mined within 5% in an ESA experiment, it is

hard to obtain the effective current in a high reso-

lution TOF measurement with an accuracy better

than 20%, since it is very low in this case. Also
the absolute values of dr/dX, ns, T and g+ are

hardly known better than ±20%, but at least for

dr/dX and g+ the relative energy dependence

(e.g. dr/dX(E1)/dr/dX(E2)) is known much more

precisely. In the application of Eq. (6) it makes,

however, a big difference whether a systematic
error is independent of energy and just enters the

constant, or whether it depends on energy and

changes the slope, as shown in Fig. 2: any change

of the constant factor does not influence the ion

fraction deduced, while any energy dependence
of an error changes the slope and is interpreted

in terms of P+ (see Fig. 2). Consequently, it is

important to know whether any error in the exper-

imental quantities (number of primary ions, scat-

tering cross section, number of visible surface

atoms, transmission probability, detection effi-

ciency) is constant or energy dependent.

In Fig. 2, the full straight line corresponds to
Auger neutralisation (Eq. (3)) and serves as a ref-

erence line. The dashed line corresponds to the re-

sults obtained by introducing a systematic error of

65% in the constant factor in Eq. (6). In this case

the resulting line is parallel to the reference line

and leads to the identical slope, i.e. to the identical

value of vc. The dotted line corresponds to an en-

ergy dependent error, that is at all energies 665%,
but changes the deduced value of vc by 25%. Note

that these assumed errors represent a realistic

upper limit of uncertainties, on the basis of 20%

uncertainties attributed to the individual factors

entering Eq. (6). To conclude, extreme care must

be taken to arrive at a relative accuracy of ±10%
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or better for vc, when deduced from Eq. (6). That

this accuracy can indeed be achieved was shown by

the Eindhoven group [20].

In Eq. (8), the quantities that enter are [e] Æ ns, �
and the ratios g+/g0 and DX+/DX0. The energy
width of a channel in the spectrum is obtained

straightforward from experimental settings (range

of the time to amplitude converter, number of

channels in the spectrum, length of the flight path,

masses of projectile and target atom and the pri-

mary energy), with high accuracy. Also the uncer-

tainty of the ratio of the solid angles is very small,

since in a properly designed set-up the solid angle
for ions and for neutrals is identical. More prob-

lematic are the two remaining factors: (i) the en-

ergy loss in the surface layer may be calculated

from ns = n2/3 and the stopping cross section fac-

tor. If the stopping power is assumed proportional

to velocity, which is reasonable in this regime, any

systematic error just enters the proportionality

constant, so that the error in the factor [e] Æ ns is
independent of energy and may be estimated from

comparison of different tabulations [21,7] to be

±20%. In Fig. 3, P+ data are shown for He+ and

Cu in the regime, where charge exchange is only

due to Auger neutralisation. In addition to the

experimental data from [22] (open symbols), also
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Fig. 3. Ion fraction as a function of the inverse perpendicular

velocity for He+ ions and polycrystalline Cu (solid line and

open symbols, from [22]). The dashed line and the small

symbols (+,·, *) visualise the influence of a constant systematic

error of 20%, the dotted line visualises the influence of a small,

but energy dependent systematic error (at most is 20%), which

changes the slope of the line.
manipulated data are shown (+,·, *), which simu-

late the effect of an arbitrary increase in [e] Æ ns by
20%. The resulting data are about 15% lower

and are fitted by an exponential with a vc that is

larger by 8% than the correct value. (ii) The ratio
of the efficiencies is subject to a possible inherent

uncertainty [23,24], since the neutrals are detected

at lower energies than the ions, which are acceler-

ated onto the micro channel plate and therefore

are detected at higher energy with higher efficiency,

if the first plate is operated at a negative high volt-

age. The corresponding uncertainty in the effi-

ciency ratio is energy dependent. It is largest at
lowest energies and may be estimated to be

±20% below 1 keV. At higher energies the detec-

tion efficiency is sufficiently large also for the neu-

trals and therefore the error of the efficiency ratio

is small (<10% above 2 keV). The dotted line in

Fig. 3 simulates a fit to data obtained by modify-

ing the original data of [22] by an arbitrary in-

crease of g0 (E0 = 1 keV) by 20% and of g0
(E0 = 1.5 keV) by 10%. As a result, the extrapola-

tion to 1/v? ! 0 points to 1.45 instead of unity

and the value of vc is increased by 20% (v0c ¼
2:40� 105 m/s).

To conclude this section, we have discussed two

ways to deduce P+ data from LEIS spectra (Eqs.

(6) and (8)) and have shown how systematic errors

influence the deduced ion fraction values in both
cases. Care must be taken in both cases to elimi-

nate systematic errors as far as possible and appli-

cation of both approaches is beneficial in any case,

due to the complementarity of the quantities

entering.
5. Determination of Auger rates

Let us discuss how Auger rates can be deduced

from experimental data. As a starting point let us

take a series of P+ measurements below the thresh-
old energy for reionisation, the results being pre-

sented in a semilog plot as a function of 1/

v? = 1/v0? + 1/vf? as in Fig. 2. According to Eq.

(3), the experimental data should follow a straight

line and extrapolate to 1 in the limit 1/v? ! 0, with

a slope �vc/v?. So far, the evaluation of vc does not

rely on any assumption apart from the basic
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scaling of Auger neutralisation with perpendicular

velocity.

The conversion of vc to the Auger rate 1/sA(s)
via Eq. (4) is, however, not straightforward, since

the last part of Eq. (3) rests upon the silent under-
lying premise that v? is constant during the back-

scattering process and that in Eq. (4) the lower

integration limit is 0. Realistically speaking, how-

ever, the minimum distance during the collision

is finite (rmin) and the perpendicular velocity

changes considerably, as is visualised in Fig. 4.

In Fig. 4(a) the apex of the trajectory is shown
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Fig. 4. (a) Trajectory of 2 keV He+ projectiles scattered off a

Cu(111) surface in a single scattering event (a = 25, b = 35.5�,
azimuth / = 0�). The dashed line indicates the position of the

jellium edge. The dotted line corresponds to the approximative

trajectory corresponding to a constant velocity on the ways in

and out. (b) Vertical velocity as a function of time for scattering

of 2 keV He+ ions by Cu (see (a)). The vertical dotted lines

correspond to passage of the jellium edge.
for 2 keV He+ scattered by a Cu(111) surface in

a single scattering event. The angle of incidence

is 25�, the angle of exit is 35.5� and the azimuth

is 0�. The minimum distance of the projectile to

the surface is 0.315 a.u., i.e. 0.167 Å. Also shown
is the position of the jellium edge [25]. From this,

one can estimate the interaction time Dsn that is

relevant for neutralisation to be 35.9 a.u.

(8.67 · 10�16 s). On the other hand, for constant

v? and rmin = 0 corresponding to straight line tra-

jectories (see Fig. 4(a)), an approximative interac-

tion time of 36.8 a.u. (8.89 · 10�16 s) results. Thus,

to deduce a value for the Auger rate 1/sA(s) by
uncritical application of Eq. (4) would result in a

systematic error of about 2.5%. To obtain more

realistic information about the Auger rate, the de-

tailed electron density in front of the surface must

be taken into account. As a consequence, from P+

(v?) plots information about Auger neutralisation

can be deduced easily. The question just is how to

interpret these results: detailed information on the
trajectories (zmin, v? (z)) is needed to deduce real-

istic Auger rates from experimental raw data. Pre-

liminary results [26] show that this systematic error

can be as large as 12% in the case of 1 keV He+

scattered by a Ag(110) surface.
6. Determination of local charge exchange
probabilities

The preceding sections dealt with the problem

how to deduce information on Auger neutralisa-

tion from experimental ion fraction data at low

energies (E < Eth). Now we focus on the question,

how to obtain information on local charge ex-

change (probabilities PCIN and PCIR) from P+

measurements. For this purpose we assume that

the information on Auger neutralisation has been

obtained at E < Eth and now deal with the analysis

of experimental P+ data in the regime E > Eth.

Before entering any detailed analysis, let us

summarise, how PCIN and PCIR influence P+.

The probabilities PCIN and PCIR depend on E

and on h and they do not scale with v? as Auger
neutralisation does. Consequently, there is no un-

ique value of P+ for a given E and a given v?.

In fact, P+ depends strongly on the scattering
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geometry, i.e. on a and b as discussed in detail in

[22]. Qualitatively speaking, a � b corresponds

to efficient neutralisation along the ingoing path

and to a dominant contribution of reionised pro-

jectiles. On the other hand, a � b corresponds to
efficient neutralisation along the outgoing path

and to a small value of P+ in any case. In other

words, for a given energy a certain value of v?
can be obtained either for a > b or for a < b with

P+ (a > b) > P+(a < b) Therefore, the analysis of

P+ as a function of geometry is best suited to study

the influence of local charge exchange processes

for a given energy.
In principle, due to local charge exchange, P+

might appear higher or lower compared to pure

Auger neutralisation (Pþ ¼ Pþ
in � Pþ

out). In general

one expects PCIN > PCIR [16] and, consequently,

P+ data below the Auger line in a semilog plot

P+ (v?), as has been confirmed for He ions and

polycrystalline Cu target [15]. This is shown in

Fig. 5(a), which presents P+ data obtained for dif-
ferent values of a at a fixed primary energy, i.e.

E = 6 keV [15]. These data exhibit the following

features:

(i) The data are much lower compared to the

case of pure Auger neutralisation (dashed

line), due to PCIN > PCIR (for PCIN < PCIR

the data would be above the Auger line).
(ii) The P+ (a,b) curve has a boomerang shape

with an apex at the minimum value of 1/v?.

The position of this apex is close to but not

identical to a = b, since the projectile loses

energy in the backscattering collision.

(iii) The width of this �boomerang� is entirely due

to PCIR > 0 – for PCIR = 0 one would obtain

Pþ ¼ Pþ
in � ð1� PCINÞ � Pþ

out, i.e. a line parallel
to the Auger line (dash-dot-dotted line in

Fig. 5(a)) that intersects the abscissa at

1 � PCIN for 1/v? ! 0.

(iv) The experimental P+ (a,b) data can be easily

reproduced by Eq. (5), when Pþ
in and Pþ

out are

known from results obtained at low energies

and PCIN, PCIR are used as free parameters.

The best fit is obtained for PCIN = 0.85 and
PCIR = 0.30 (solid line in Fig. 5(a)). To show

the influence of a variation of PCIR, the

dash-dotted curve has been obtained by set-
ting PCIR = 0.35 and by adjusting PCIN to

reproduce the vertical position of the boomer-

ang, yielding PCIN = 0.874 (dash-dotted curve

in Fig. 5(a)). The dotted curve has been

obtained similarly by setting PCIR = 0.25
and PCIN = 0.874 (dotted curve in Fig. 5(a)).

Note that due to changing the PCIR value

the upper part of the boomerangs split up,

thereby proofing the sensitivity of the boo-

merang width to PCIR.
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(v) The uncertainty of the neutralisation due to

Auger processes has an influence on the val-

ues of PCIN and PCIR deduced from experi-

mental data. E.g., if vc = 2.4·105 m/s is

assumed for the case shown in Fig. 5, the
Auger line is lower by 20% and the data are

reproduced by PCIN = 0.825 (instead of

PCIN = 0.85, see Fig. 5(b)), while PCIR

remains unchanged (PCIR = 0.30). Thus, the

uncertainty in PCIN and PCIR due to the

uncertainty in vc is small.
7. Summary

We discussed the procedures, which are com-

monly used to measure the fraction of ions

amongst all projectiles that are scattered by surface

atoms in LEIS. We presented a strategy to disen-

tangle the contributions of local (collision induced
neutralisation and reionisation) and non-local pro-

cesses (Auger neutralisation) in favorable cases of

sufficiently high threshold energy for the local pro-

cesses. Possible sources of systematic errors in the

data evaluation are discussed. To obtain a more

complete understanding of the neutralisation pro-

cesses also for materials with strong reionisation,

further investigations are needed.
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